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Abstract—In order to provide access control on encrypted data, Attribute-based encryption (ABE) defines each user 

using a set of attributes. Fuzzy identity-based encryption (FIBE) is a variant of ABE that allows for a threshold access 

structure for users. To address the potential threat posed by future quantum computers, this paper presents a post-

quantum fuzzy IBE scheme based on lattices. However, current lattice-based ABE schemes face challenges related to 

computational complexity and the length of ciphertext and keys. This paper aims to improve the performance of an 

existing fuzzy IBE scheme by reducing key length and computational complexity during the encryption phase. While 

negative attributes are not utilized in our scheme, we prove its security under the learning with error (LWE) hard 

problem assumption in the selective security model. These improvements have significant implications for the field of 

ABE.  
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I. INTRODUCTION 

The use of information security and access control 

on network messages is a recurring topic in 

cryptography. To illustrate the importance of this 

subject, let us consider a scenario where a patient needs 

to transmit their health information to a doctor 

practicing at a specialized hospital. In traditional 

encryption methods, the patient must have knowledge 

of the doctor and have access to their public key. The 

patient would then encrypt the health information with 

this key and send it over. However, this method 

becomes problematic in large networks as users must 

be familiar with all other users and learn multiple keys. 

Fortunately, applying access control on encrypted data 

resolves this issue. The recommended approach is to 

utilize encryption with an access policy such as 

Attribute Based Encryption (ABE). With ABE, the 

message is encrypted, and the access structure is 

applied to the ciphertext. This provides the ability to 

apply access control to encrypted data, which is 

particularly important for sensitive data in larger 

 
 Corresponding Author 

networks. ABE employs an access structure that is 

commonly defined as a Boolean function. 

There are two main groups of ABE schemes: 

pairing-based and lattice-based [1], [2]. However, the 

hard problems of number theory and bilinear pairing 

map can be solved in polynomial time with the advent 

of quantum computers [3]. Thus, it is crucial that we 

secure our systems before these computers are built. If 

quantum computers are developed, most encryption 

systems based on number theory will no longer provide 

the necessary security as their hard problems can be 

easily solved. Therefore, it is advisable to use problems 

that remain secure against these computers as they 

emerge. Lattice-related hard problems are one such 

example that remain hard even for quantum computers 

[3]. In light of this, it is recommended to use lattice-

based techniques, such as ABE and fuzzy IBE, for 

social networks to ensure their security. 

The utilization of lattice in ABE schemes presents 

three primary concerns: computational overhead, 

communication overhead, and key length [4], [5]. 

Addressing these issues is the fundamental challenge in 
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lattice-based attribute-based encryption. The initial 

lattice-based ABE scheme was introduced in [6], but it 

suffered from the aforementioned issues. In this study, 

we aim to resolve these problems by proposing an 

improved version of the original [6] scheme. However, 

our solution does not support the NOT gate, unlike the 

previous iteration. 

Our initial and primary focus will be on Agrawal's 

scheme [6], a post-quantum ABE scheme based on 

lattice, as we delve into its drawbacks. Subsequently, 

we will propose a scheme that addresses these 

limitations. In Agrawal's scheme [6], the access 

structure only comprises one threshold gate, and 

negative attributes are utilized in this structure. While 

this results in a more robust fine-grained access 

structure, it also increases computational complexity. 

To mitigate this complexity, we can eliminate negative 

attributes from the access structure. To compensate for 

the loss of granularity, we can adopt a tight threshold 

approach.  

A. The paper structure and ideas 

The arrangement of the paper will be as follows: 

Section II will contain a literature review, followed by 

the introduction of ABE basic requirements in section 

III. Our intended scheme will then be presented in 

section IV, while section V will provide the security 

proof for the scheme. Finally, a summary of all that has 

been discussed will be presented in section VI. 

II. LITERATURE REVIEW 

Earlier, we mentioned that ABE schemes fall into 

two main categories: number theoretic and lattice 

based. In this section, we first introduced related works 

in number theoretic ABE schemes and discussed their 

issues and history. Then, we repeated this process for 

lattice based schemes. 

A. Number theoretic ABE schemes 

The concept of ABE first appeared in [7] with the 

introduction of the Fuzzy Identity-Based Encryption 

(FIBE) scheme, which was initially only used for a 

threshold gate. Recent enhancements to this FIBE 

scheme have been introduced in [8]. Later, in [9], the 

idea of ABE was further developed with the 

introduction of key policy attribute-based encryption 

(KP-ABE), where policy-making was set on users' keys 

and the access structure was selected and applied by the 

authority. The value of threshold gates was fixed in both 

[7] and [9]. More recently, [10] proposed new flexible 

FIBE and KP-ABE schemes. Another scheme 

presented in [11] applies the access policy in the 

ciphertext, with the access structure selected and 

applied by the sender. These schemes are technically 

referred to as Ciphertext-policy attribute-based 

encryption (CP-ABE). Scheme [12] is an important CP-

ABE scheme that solves some of the problems 

presented in [11]. In order to lower the complexity of 

the decryption process, [13] categorizes attributes into 

two groups: commonly used attributes and rarely used 

attributes, subsequently precomputing the commonly 

used ones. 

The access structure, whether applied to the key or 
ciphertext, is typically defined as a Boolean function 
using gates such as AND, OR, and threshold gates. This 
type of function is referred to as a monotone access 
structure and its precise definition can be found in [9] 
and [11]. If the NOT gate is included in addition to the 
previously mentioned gates, it becomes a non-
monotone access structure. However, there exist 
schemes such as [14], and [15] that utilize arithmetic 
functions as access structures, which are not covered in 
this paper. 

In [16], Green introduced outsourced Attribute 

Based Encryption, which delegates the computational 

burden to a third party. This not only reduces the 

workload for users but also enables other cryptographic 

fields to benefit from outsourcing, as seen in [17], [18], 

[19] and [20]. To address issues such as key-escrow, 

communication overhead, revocation, and efficiency, 

various schemes have been proposed, including [21], 

[22], [23], and [24], respectively. There are some papers 

combine ABE schemes with other technologies like 

blockchain [25], [26] and Internet of Things (IoT) [27], 

[28]. The security of proposed schemes is based on 

Discrete Logarithm family of hard problems. You can 

see the list of these related problems at [29]. 

B. Lattice based ABE schemes 

Previously, we discussed the significance of 
transitioning into the post-quantum era. In this section, 
we will focus on post-quantum ABE schemes. Agrawal 
et al [6] introduced a lattice-based fuzzy IBE scheme 
that is an adaptation of [7] with only one threshold gate 
in the access structure. It can be considered that it is a 
lattice version of the scheme [7]. However, due to the 
utilization of a non-monotone access structure, the 
computational load of the scheme is increased. Zhang 
[30] presented a lattice-based CP-ABE scheme that 
utilizes a non-monotone access structure with only one 
AND gate and can also apply a NOT gate. Boyen [31] 
proposed a KP-ABE scheme for the access structure of 
logic circuits that is based on a lattice. However, the 
security of Boyen's scheme was later shown to be 
insecure [32]. Following Boyen, Gorbunov et al [33] 
introduced a KP-ABE scheme that can use any Boolean 
function as an access structure. Lattice-based ABE 
schemes such as [34] and [35] offer advantages in 
performing arithmetic circuits. 

Similar to pairing-based ABEs, lattice-based ABE 

schemes have been enhanced through several 

approaches. For example, [36], [37], [3], and [5] were 

devised to address key escrow, heavy computation 

(through outsourcing), revocation, and efficiency 

problems. 

III. DEFINITION AND SECURITY MODEL EASE OF USE 

In this section, we define the algorithms of Key 

Policy Attribute-Based encryption. We also determine 

the security model as a selective security adversary 

model. 

A. Key policy attribute-based encryption 

This type of ABE like others has four algorithms: 

setup, key generation, encryption, and decryption 

algorithms. Setup and key generation algorithms are 
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implemented by a trusted entity (broker). The 

encryption algorithm is implemented by the sender 

(data owner) and the decryption algorithm is 

implemented by the receiver (data user). Now, we 

examine the algorithms in this scheme.  

Setup ( 𝜆, 𝑙 ): this algorithm receives λ security 

parameter as well as the total number of attributes and 

generates master secret key (MSK) and public key 

(PK). The set of attributes is shown with L.  

Key generation (𝑀𝑆𝐾, 𝑘, 𝐵): this MSK algorithm 

receives the k-threshold and attribute set 𝐵 ⊆ 𝐿 as the 

input and generates the 𝑆𝐾𝐵 (secret key).  

Encryption (𝐵′, 𝑃𝐾,𝑀): this algorithm receives PK, 

the intended message (M), and the target attribute set 

(𝐵′ ⊆ 𝐿) as the input and generates 𝐶𝑡𝑥𝐵′ ciphertext.  

Decryption (𝑆𝐾𝐵 , 𝐶𝑡𝑥𝐵′ ): this algorithm receives 

𝑆𝐾𝐵  and 𝐶𝑡𝑥𝐵′ . If | 𝐵 ∩ 𝐵′|  < 𝑘 , then the algorithm 

output will be ⊥, otherwise, this algorithm recovers M 

(message) and generates as output. 

B. Selective security model 

Considering that we will prove our scheme security in 

the selective security model, the model will be 

described here. 

 

Initialization: the adversary first identifies the 

attribute set of  𝐵∗ challenge.  
Setup: the challenger implements the setup algorithm 

and sends the public keys to the adversary. 

Phase 1: the adversary is allowed to issue queries for 

private keys for a number of 𝐵𝑗  attribute sets of its 

choice as long as |𝐵∗ ∩ 𝐵𝑗| < 𝑘 holds true for all 𝑗.  

Challenge: the adversary selects 𝑀0  and 𝑀1 and 

submits them to the challenger.  
The challenger selects b random bit and encrypts 𝑀𝑏  

with  𝐵∗challenge attributes (the message is one bit in 

our scheme. Thus, the challenger should encrypt only 

a random bit).  

Phase 2: phase 1 is repeated.  

Guess: the adversary guesses which message is 

encrypted. We show the adversary guess by 𝑏′.  
If the adversary identifies the intended bit with a 

probability more than   
1

2
 , it can decrypt the scheme.  

 

IV. PRELIMINARIES 

In this section, ABE preliminaries will be discussed. 

In this regard, we will provide the mathematical 

prerequisites to enter the main scheme.  

A.  Secret sharing 

The schemes were first proposed by Shamir. We 

assume that we want to share a secret among several 

entities or individuals. Each entity is given a secret 

share. Each secret sharing scheme has an access 

structure for the set of entities; thus these entities can 

recover private value by this access structure. At first, 

Shamir et al proposed a secret sharing scheme with a 

threshold gate. In this scheme, if a secret is shared 

among n entities and if there are t or more of these 

entities, the secret can be recovered. The scheme can 

be generalized to any access structure. In this scheme, 

we must have at least t points of a polynomial of t-1 

degree to recover it. To share s secret among n entities 

with t threshold (it is called t out of n scheme and 𝑡 ≤
𝑛) first a random polynomial q(x) of 𝑡 − 1 degree is 

selected in a way that 𝑞(0) = 𝑠. Each i entity, that 1 ≤

𝑖 ≤ 𝑛 ,  is given  (𝑖, 𝑞(𝑖)).  Lagrange coefficients are 

used to recover the value of s secret. The Lagrangian 

coefficient function can be calculated as follows. 

∆𝑖.𝑆(𝑥) = ∏
𝑥 − 𝑗

𝑖 − 𝑗
𝑗∈𝑆 .𝑗≠𝑖

             , ∀ 𝑖 ∈ 𝑆                    (1) 

𝐿𝑖 = ∆𝑖.𝑆(0) = ∏
−𝑗

𝑖 − 𝑗
𝑗∈𝑆 .𝑗≠𝑖

                                       (2) 

where 𝑆 is a desired set of shares of different 𝑡 entities. 

The following formula is used to recover the share 

value 𝑞(0) = 𝑠.  

𝑞(0) =∑𝑞(𝑖) ∙

𝑖∈𝑆

𝐿𝑖                    (3) 

 

This is a threshold function and AND and OR gates can 

be generated using this function.  

 

B. Preliminaries: Lattices 

Lattice-related issues, used in ABE, are examined 

here. The lattice algebraic and matrix structure have 

led to their use in most areas of encryption specially 

ABE.  

First, we should mention that in this paper, the 

vector is displayed in bold lowercase English letters. 

Bold uppercase letters are also used to display the 

matrix. Moreover, the matrix and vector elements that 

will be integers, are shown in light lowercase English 

letters. The sets will also be displayed in light 

uppercase English letters. Additionally, the vector 

norm (2-norm) is defined as the square root of the sum 

of the squared vector values. In general, for the i-norm 

and vector x, we will have the following formula: 

‖𝒙‖𝑖 = √𝑥1
2 +⋯+ 𝑥𝑛

2
𝑖

 

When the norm degree is not given, it will be 

assumed n-2. Also, for the matrix norm x, the norm of 

each column vector x is calculated as the vector norm 

and their maximum is assumed as matrix norm x. 

Moreover, for a 𝑆 = {𝑎1, 𝑎2, … , 𝑎𝑚} ind function is 

defined as 𝑛𝑑𝑆(𝑖) = 𝑎𝑖    , i.e., we have ordered the 

elements of the set and this function selects the i’th 

element of the set S.  

 

C. Lattice Definition 

We will use integer lattice. For each 𝑨 ∈ ℤ𝑞
𝑛×𝑚  

and  𝒖 ℤ𝑞
𝑛  where  𝑞 is a prime number, the Integer 

lattice is defined as follows [6].  

𝛬𝑞
⊥(𝑨) = {𝒆 ∈ ℤ𝑞

𝑛   𝑠. 𝑡.  𝑨𝒆 = 𝟎 (𝑚𝑜𝑑 𝑞) }              (4) 

𝛬𝑞
𝒖(𝑨) = {𝒆 ∈ ℤ𝑞

𝑛   𝑠. 𝑡.  𝑨𝒆 = 𝒖 (𝑚𝑜𝑑 𝑞) }              (5) 
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Thus, according to the above definition, all e-vectors 

that hold for the above relation, are considered as 

lattice members that can be easily calculated using this 

relation. However, if a condition is placed on the vector 

norm, it is not always easy to find the vector. Suppose 

that the goal is to find a vector that holds for 𝑨𝒆 = 𝟎 

relation and its norm is less than 𝛽. This problem is 

known as Small Integer Solution Problem (SIS). If we 

want that it holds for 𝑨𝒆 = 𝒖 , it is called the 

Inhomogeneous Small Integer Solution Problem 

(ISIS). If 𝛽 and the prime number 𝑞  are selected  to 

hold for the relation 𝑞 ≥ 𝛽.𝜔(√𝑛𝑙𝑜𝑔𝑛)    , then these 

two problems will be considered computationally hard 

that even quantum computers cannot solve them. For 

each integer lattice 𝛬𝑞
⊥(𝑨), there is a full rank matrix 

Like 𝑻𝑨 ∈ 𝑍𝑞
𝑚×𝑚  if the following conditions hold true: 

a) These matrix columns are the lattice 

members. 

b) The matrix norm, I.e., ‖𝑻𝑨‖, is small.  

c) The relation 𝑨. 𝑻𝑨 = 𝟎 𝑚𝑜𝑑 𝑞 holds.  

This is called Lattice Trapdoor Matrix. It is clear 

that due to SIS problem hardness, having matrix A, we 

cannot calculate its trapdoor. 
Theorem 1 (Lattice Trapdoor Generation): There is 

an algorithm called TrapGen that if the condition 𝑚 ≥
5𝑛. 𝑙𝑜𝑔𝑞 holds for every n and m  integer and prime 

number q, generates  𝑨 ∈ ℤ𝑞
𝑛×𝑚  and  𝑻𝑨 ∈

𝑍𝑞
𝑚×𝑚 matrices simultaneously that 𝑨. 𝑻𝑨 =

𝟎  relation and also  𝑻𝑨 ≤ 𝑚.𝜔(√𝑚) hold. 

So, 𝑻𝑨 can be considered as 𝛬𝑞
⊥(𝑨) lattice trapdoor. 

Theorem 2 (Preimage Sampling): Suppose that we 

have the matrices 𝑻𝑨 ∈ 𝑍𝑞
𝑚×𝑚 and 𝑨 ∈ ℤ𝑞

𝑛×𝑚   related 

to matrix 𝛬𝑞
⊥(𝑨). The goal is to solve the ISIS problem 

for this lattice, i.e. we find vector e as 𝑨. 𝒆 = 𝒖. To this 

aim, there is an algorithm called SamplePre that solves 

this problem having 𝑇𝐴 ( lattice trapdoor). 
The conclusion drawn from theorem 2 is that if the 

goal is to generate a matrix with a small norm R and it 

holds under the condition 𝐴. 𝑅 = 𝐷 where D is also a 

definite matrix, the trapdoor of matrix A can be used. 

To solve this problem, if the matrix trapdoor is not 

available, it will be a difficult problem. 

1) Learning with error (LWE) 
     Suppose as for 𝑨 ∈ ℤ𝑞

𝑛×𝑚 matrix the value is 𝑚 =

𝑝𝑜𝑙𝑦(𝑛), i.e., m value1 is greater than that of n. Also, 

suppose that we have a probability distribution x and 

an error vector whose elements are selected from this 

distribution, i.e., 𝒆 ∈ 𝜒𝑚. Now, we have made a vector 

𝒖 ∈ ℤ𝑞
𝑚  as 𝒖 = 𝑨𝑇𝒔 + 𝒆 where there is the vector 𝒔 ∈

ℤ𝑞
𝑛. The learning with error problem is defined as 

follows. 

Given the matrix 𝑨 ∈ ℤ𝑞
𝑛×𝑚  and also vector 𝒖 ∈

ℤ𝑞
𝑚 , that is generated as 𝒖 = 𝑨𝑇𝒔 + 𝒆, we should find 

the vector 𝒔 ∈ ℤ𝑞
𝑛. Finding this vector is called learning 

with error. There is also a decision version of this 

problem. Thus, having the matrix 𝑨 ∈ ℤ𝑞
𝑛×𝑚 and also 

the vector 𝒖 ∈ ℤ𝑞
𝑚,  it must be  decided whether the 

vector u is linearly generated as 𝒖 = 𝑨𝑇𝒔 + 𝒆 or it is a 

random vector. This is the decision learning with error 

problem. It is proved that the decision learning with 

error problem is computationally the same as the 

learning with error problem. Therefore, from now on 

when we refer to learning with error, it is the decision 

version. It should be noted that if the matrix 𝑨 ∈
ℤ𝑞
𝑛×𝑚is replaced by the vector 𝒘 ∈ ℤ𝑞

𝑛  (i.e., 𝑣 =

𝒘𝑇𝒔 + 𝑒), it is still a difficult problem. In addition, if 

we have several examples of learning with error 

problems (both matrix and vector), the problem will 

still be difficult.  

V. OUR SCHEME 

In this section, a scheme is presented for 

implementing a threshold access structure using key-

policy attribute-based encryption (KP-ABE). The 

threshold value is determined by the authority during 

key generation. However, ABE presents several 

challenges, such as large key sizes and ciphertexts, and 

high computational complexity, particularly in lattice-

based schemes. This paper aims to address these 

challenges by proposing a scheme that avoids using a 

NOT gate, thereby reducing computational and 

communication overhead. Although this approach 

provides less fine-grained access policy than schemes 

that utilize NOT gates, more attributes can be added to 

create a more detailed access structure. Also, to 

incorporate a NOT gate into our scheme, transferring 

from LWE to Ring LWE (R-LWE) without removing 

negative attributes can be a viable option. This 

approach is also expected to enhance the overall 

efficiency of our scheme. However, we have decided 

to leave this idea for future work. The primary focus of 

this scheme is to reduce computational and 

communication overhead, which remains a significant 

challenge in this area. 

We will now explain the algorithms in this scheme.  

Setup (𝝀, 𝒍): TrapGen algorithm is run according to L 

number (total number of attributes) that generates   

𝑨𝑖 ∈ ℤ𝑞
𝑛×𝑚  and  𝑖 ∈ [1, 𝑙] . The trapdoor  𝛬𝑞

⊥(𝑨𝑖), i. e.   

𝑻𝑖 ∈ 𝑍𝑞
𝑚×𝑚  is also generated along with these 

matrices. Additionally, a random vector   𝒖 ∈ ℤ𝑞
𝑛  is 

randomly selected. The public and, master keys will be 

as follows. 

Key generation (MSK, K, B):    first, the threshold 

value k is specified for the intended user that has a set 

of B′ attributes. It is quite evident that  𝑘 ≤ 𝑙. Consider 

the number of elements as 𝑡′ in the B′ set.  Now for 

each of the elements of vector 𝒖 = (𝑢1, … , 𝑢𝑛), Shamir 

secret sharing between K and L is implemented. That 

is, a k-1 polynomial is selected for each of  𝑢𝑗; 𝑗 ∈ [𝑛] 

so that 𝑝𝑗(0) = 𝑢𝑗; 𝑗 ∈ [𝑛]. Thus, we will have: 

�̂� = [

𝒖1̂
𝒖2̂
⋮
𝒖�̂�

] = [

𝑝1(1) 𝑝2(1) … 𝑝𝑛(1)

𝑝1(2) 𝑝2(2) … 𝑝𝑛(2)
⋮ ⋮ ⋱ ⋮

𝑝1(𝑙) 𝑝2(𝑙) … 𝑝𝑛(𝑙)

] 

Accordingly, for each set  𝐽 ⊆ [𝑙]  that |𝐽| ≥ 𝑘 

holds, the Lagrange interpolation coefficients, 

presented by  𝐿𝑗 , can be calculated. Thus, we will have 

the relation 𝒖 = ∑ 𝑳𝑗�̂�𝑗𝑗∈𝐽  𝑚𝑜𝑑(𝑞). The SamplePre 

algorithm, by the use of MSK, is implemented to find 
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𝒆𝑗 ∈ ℤ𝑞
𝑛 vectors with small norm so that 𝑨𝑗 . 𝒆𝑖𝑛𝑑𝐵′(𝑗) =

𝒖�̂� ; 𝑗 ∈ 𝐵. Therefore, the private keys for the user are 

as follows. 

𝑆𝑘𝐵′ = {𝐵, [𝒆1,  𝒆2, … , 𝒆𝑡′]} 
Encryption: this algorithm first specifies the target 

attribute set B, having t members, to encrypt the one-

bit message 𝑏 ∈ {0,1}. A random vector is selected as 

s ∈ Znq. The error value x from the distribution 𝜒 as 

well as the error vectors 𝑖∈B; 𝑥𝑖 ∈ 𝜒𝑚  are selected. 

𝐷 = (𝑖!)2 value is also calculated. The ciphertext will 

be as follows. 

𝑐0 = 𝒖
𝑇𝒔 + D𝑥 + 𝑏. ⌊

𝑞

2
⌋      

𝒄𝑖 = 𝑨𝑖
𝑇𝒔 + D𝒙𝑖 ∈ ℤ𝑞

𝑚;     𝑖 ∈ B 

𝐶𝑡𝑥𝐵 = {𝐵, 𝑐0, {𝒄𝑖}𝑖∈B}                               (6) 
Decryption: suppose a user with an attribute set B 

intends to decrypt ciphertext 𝐶𝑡𝑥𝐵. First, the set J that 

contains the intersections between B and B', is 

generated here. If | 𝐽 |  < 𝑘, then the algorithm output 

will be ⊥ , otherwise, the Lagrange interpolation 

coefficients 𝐿𝑗 can be calculated. We know that the 

relation ∑ 𝑳𝑗𝑨𝑗𝒆𝑖𝑛𝑑𝐵′(𝑗)𝑗∈𝐽 = ∑ 𝑳𝑗�̂�𝑗𝑗∈𝐽 = 𝒖 holds. 

Now, the value r is calculated as follows: 

 

𝑟 = 𝑐0 −∑𝑳𝑗 . 𝒆𝑖𝑛𝑑
𝐵′
(𝑗)

𝑇 𝒄𝑗
𝑗∈𝐽

    𝑚𝑜𝑑(𝑞)                     (7)  

 

For this value, we have 𝑟 ∈ [− ⌊
𝑞

2
⌋ , ⌊

𝑞

2
⌋] ⊂ ℤ. After this 

value is calculated, the decision for the value of the 

transmitted bit will be the following.  

 

𝑏 = {
0,       |𝑟| <

𝑞

4
1,           𝑒𝑙𝑠𝑒

                                      (8) 

The correctness of the relation 8 can be checked as 

follows.  

𝑟 = 𝑐0 −∑𝐿𝑗 . 𝑒𝑗
𝑇𝑐𝑗

𝑗∈𝐽

   𝑚𝑜𝑑(𝑞)

= 𝑢𝑇𝑠 + 𝐷𝑥 + 𝑏. ⌊
𝑞

2
⌋

−∑𝐿𝑗 . 𝑒𝑗
𝑇 (𝐴𝑗,𝑖𝑑𝑗

𝑇 𝑠 + 𝐷𝑥𝑖)

𝑗∈𝐽

= 𝑏. ⌊
𝑞

2
⌋

+ {𝒖𝑇𝒔 −∑(𝑳𝑗. 𝒆𝑗
𝑇𝑨𝑗,𝑖𝑑𝑗

𝑇 ) 𝒔

𝑗∈𝐽

}

⏟                  
=0      𝑚𝑜𝑑(𝑞)

+ {𝐷𝑥 −∑𝐷𝑳𝑗 . 𝒆𝑗
𝑇𝒙𝑖

𝑗∈𝐽

}

⏟              
≈0

≈ 𝑏. ⌊
𝑞

2
⌋ 

The above relation will be valid when the following 

condition is met.  

𝐷𝑥 −∑𝐷𝑳𝑗. 𝒆𝑗
𝑇𝒙𝑖

𝑗∈𝐽

<
𝑞

4
                      (9) 

In [6], it has been proved that relation 9 holds. 

Thus, we will not go into details. So if the value of 𝑟 is 

closer to zero, the value of b will be that 0-bit to which 

some error has been added or subtracted. But if it is 

close to the value 
𝑞

2
, the value of b will be one-bit to 

which some error has been added or subtracted. As you 

can see, if the condition |𝐵 ∩ 𝐵′| ≥ k does not hold, 

we cannot define the set J. As a result, it is not possible 

to recover the message by relations 7 and 8. The 

collusion of two or more users is not possible as well 

since the polynomials used in each user’s private key 

are different. Therefore, since in the Lagrange 

interpolation relation, part of the shares is selected 

from a polynomial and another part from another 

polynomial, the Lagrange interpolation encounters an 

error and the message is not received. 

B.  Security proof 

In this section, we will prove our scheme security 

by using the selective security model and assuming the 

hardness of the decision learning with error (LWE) 

problem. Suppose that the challenger has the following 

samples of the decision LWE problem and wants to 

solve it.  
(𝒘, 𝑣)     ∈  ℤ𝑞

𝑛 × ℤ𝑞 
(𝑨𝑖 , 𝒗𝑖)   ∈ ℤ𝑞

𝑛×𝑚 × ℤ𝑞
𝑚      ; 𝑖 ∈ [1, 𝑡] 

We also assume that there is an adversary A that 

breaks our scheme with 
1

2
+ 𝜀  probability where 𝜀  is 

non-negligible. The challenger must use the adversary 

response to solve the decision LWE problem. If this 

happens, considering that it is a difficult problem and 

cannot be solved, we will conclude that there should be 

an adversary like A to break our scheme. To this end, 

we implement the phases of selective security model.  

Initialization: the adversary first identifies the 

attribute set of  𝐵∗ challenge. 
Setup: the challenger simulates the setup algorithm for 

the adversary. It sets the public keys as  𝑨𝑖  for 𝑖 ∈
[1, 𝑡], from the samples of decision LWE problem. The 

TrapGen algorithm is also implemented for 𝑗 ∈
[𝑡 + 1, 𝑙]. So,  𝐴𝑗s and 𝑇𝑗𝑠 will be placed in the public 

and private keys respectively. Additionally, another 

sample of the LWE problem is chosen as u=w and is 

placed in the public keys. Thus, the parameters and 

public keys are identified and transmitted to the 

adversary.   

Phase 1: the adversary issues the queries associated 

with receiving the private key, for each set of B 

attributes that |𝐵 ∩ 𝐵∗| = 𝑘′ in a way that the condition 

k'<k holds.  

- Assume Γ and Γ′as follows. Γ = 𝐵 ∩ 𝐵∗ and Γ ⊆

Γ′ ⊆ 𝐵 where  |Γ′| = 𝑘 − 1. 

− Also, consider that the samples associated with u 

will be as �̂�𝑖 = 𝒖 + 𝒂1𝑖 + 𝒂2𝑖
2 +⋯+ 𝒂𝑘−1𝑖

𝑘−1 

where 𝒂1, … , 𝒂𝑘−1 are the vectors of length n. 

− Thus, private keys 𝒆𝑖 are generated for all 𝑖 ∈ B as 

follows.  

• If ∈ Γ  : the random vector 𝒆1 ∈ ℤ𝑝
𝑛  with a 

small norm is selected and the ith sample from 

u is placed as �̂�𝑖 = 𝑨𝑖 . 𝒆𝑖.  

• If 𝑖 ∈ Γ′ − Γ : the random vectors 

�̂�𝑡+1, … , �̂�𝑘−1  are selected. Therefore, the 
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variables  𝒂1, … , 𝒂𝑘−1  and all samples 

�̂�1, … , �̂�𝑙 can be easily calculated. 

• If 𝑖 ∈ B − Γ′: the challenger, considering that 

it knows  the trapdoor associated with 

  𝑨𝑖 ; 𝑖 ∉ 𝐵
∗ , can implement SamplePre 

algorithm to calculate 𝒆𝑖 key.   

So, in the private keys 𝒆𝑖; 𝑖 ∈ 𝐵  we modify the 

subscripts as 𝒆1,  𝒆2, … , 𝒆𝑡′ where t' is the number of 

B elements.  

These keys are transmitted to the adversary.  

Challenge: the challenger selects a random bit 𝑏∗ ∈
{0,1} and encrypts it with 𝐵∗ challenge attributes as 

follows: 

c0 = Dv + b
∗. ⌊
q

2
⌋ 

𝒄𝑖 = 𝐷𝑨𝑖  ; 𝑖 ∈ 𝐵
∗ 

If the samples of the hard LWE problem are 

generated as a linear matrix, c0  and 𝒄𝑖 will be the 

same as the ciphertext for b∗ bit. Thus, the challenger 

has been able to simulate the ciphertext for b∗ one-bit 

message.   

Phase 2: phase 1 is repeated. 

Guess: in this phase, the adversary presents 𝑏′ bit 

as its guess. If the samples of hard LWE problem is 

generated as a linear matrix, the adversary’s success 

probability (i.e. 𝑏′ = 𝑏∗ ) will be 
1

2
 +  𝜖 because we 

assumed that the adversary with 
1

2
 + 𝜖 probability and 

non-negligible 𝜖 can identify the encrypted bit for our 

scheme. Now if the samples of hard LWE problem are 

randomly generated, the adversary’s success 

probability (i.e.  𝑏′ = 𝑏∗ ) will be 
1

2
 . Since the 

challenger receives the value 𝑏′ , if 𝑏′ = 𝑏∗ , it is 

assumed that the samples related to the hard LWE 

problem are generated as a linear matrix, and if  𝑏′ ≠
𝑏∗, it is assumed that the samples associated with the 

hard LWE problem are generated as a linear matrix 

thus, the challenger can solve the decision LWE 

problem. Now, we calculate the challenger’s success 

probability (𝑃(𝐶ℎ)).  

P(𝐶ℎ) =
1

2
P(𝑏′ = 𝑏∗|𝑙𝑖𝑛𝑒𝑎𝑟)

+
1

2
Pr(𝑏′ = b∗|𝑟𝑎𝑛𝑑𝑜𝑚)

=
1

2
(
1

2
+ 𝜖) +

1

2
(
1

2
)

=
1

2
+
𝜖

2
                    

Since we assume that 𝜖 is non-negligible, 
𝜖

2
 will be 

non-negligible as well. Then the challenger can solve 

the decision LWE problem. But this contradicts our 

assumption because we assume that no algorithm can 

break this problem. So, there is also no adversary like 

𝒜 to be able to break our scheme. 

VI. RESULTS 

The efficiency of ABE schemes usually is discussed 

from two aspects, computational complexity and the 

length of keys and ciphertext. The length of the 

ciphertext has a direct relation with communication 

overhead. Therefore, we will compare our scheme with 

scheme [6] by supposing these two aspects. 

We have compared the length of keys and ciphertext 

(communication overhead) in table 1. The length of 

secret (private) keys and ciphertext are more important 

than others.  

 

TABLE I.  THE COMPARISON OF THE LENGTH OF 

PARAMETERS 

Parameter Scheme [6]  Our scheme 

The public key 

length 

(ℤ𝑞
𝑛×𝑚)2𝑙 + ℤ𝑞

𝑛 (ℤ𝑞
𝑛×𝑚)𝑙 + ℤ𝑞

𝑛 

The master key 

length 

(ℤ𝑞
𝑚×𝑚)2𝑙 (ℤ𝑞

𝑚×𝑚)𝑙 

The private key 

length 

(ℤ𝑞
𝑛)𝑙 (ℤ𝑞

𝑛)𝑡′ 

The ciphertext 

length 

(ℤ𝑞
𝑚)𝑙 + ℤ𝑞 (ℤ𝑞

𝑚)𝑡 + ℤ𝑞 

 
According to table 1, we realize that the length of 

public and master keys has almost halved. Regarding 

the private key length, it should be noted that 𝑡′ ≤ 𝑙 
and considering that in [6] the identity mode is used 

and in a random identity there is an equal number of 0-

bit and one-bit. So, we can say that  𝑡′ ≈
1

2
𝑙 and the 

length of the private key has halved. Additionally, for 

the ciphertext length that is directly related to the 

communication overhead,  𝑡 ≤ 𝑙  holds and it has 

halved as well. These results mean that our scheme is 

more efficient than [6] in key length and 

communication overhead aspects. In the rest of the 

paper, we compare our scheme and [6] in other aspects. 

Table 2 indicates a comparison of the 

computational overhead. The encryption and 

decryption phases are more important than others. 

TABLE II.  THE COMPARISON OF THE COMPUTATIONAL 

OVERHEAD 

Operation Scheme [6] Our scheme 

Setup 2𝑙(𝑇𝐺) 𝑙(𝑇𝐺) 
Key 

generation 

𝑙(𝑆𝑃) 𝑡′(𝑆𝑃) 

Encryption 𝑙(𝑀𝑉) + 1(𝑉𝑉) 𝑡(𝑀𝑉) + 1(𝑉𝑉) 
Decryption 2𝑘(𝑉𝑉) 2𝑘(𝑉𝑉) 

 

In table 2, TG stands for the TrapGen algorithm, 

SP stands for the SamplePre algorithm, MV stands for 

matrix-vector and VV stands for vector-vector 

multiplication.  

The table 2 shows that the number of TrapGen 

algorithms has halved in the setup phase. We can say 

that in the key generation phase, based on our 

discussion about t' and l, the number of SamplePre 

algorithms has also halved. The number of MV in the 

encryption phase has nearly halved as well. The 

computational complexity of MV operations is higher 

than others. So, reducing these operations decreases 

the computational complexity. According to table 2, 

you can see that we have reduced the number of MV 

operations from 𝑙  to 𝑡 . The number of decryption 

operations has not changed. As the computational 

complexity of lattice operations is high, reducing these 
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operations has really good effects on the efficiency of 

the scheme. These results mean that our scheme also is 

more efficient than [6] in the computational 

complexity aspect. 

VII. CONCLUSION 

In this paper, a Fuzzy Identity-Based Encryption 

(IBE) scheme is presented that leverages lattice 

problems - a specific type of Attribute-Based 

Encryption (ABE). Ensuring security against quantum 

attacks is a vital security concern in these discussions. 

By utilizing lattice-based hard problems, encryption 

schemes can resist quantum computers, making them a 

suitable solution for this purpose. The first lattice-

based ABE scheme was presented in [6], and our 

current scheme builds upon it with various 

improvements. These enhancements include reducing 

the size of the public key, master key, private keys, and 

ciphertexts, as well as reducing the number of 

operations required for set up, key generation, and 

encryption. In order to demonstrate the efficiency of 

our scheme in comparison to [6], we have compared 

the relevant items in tables 1 and 2. In ABE, 

minimizing computational and communicational 

overhead is critical. We examine these improvements 

in terms of two general types of overhead, but it should 

be noted that unlike [6], our scheme cannot use the 

NOT gate, which is not a significant issue in many 

applications. 
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